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Detection of Emotional Faces: Salient Physical Features Guide Effective
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In this study, the authors investigated how salient visual features capture attention and facilitate detection
of emotional facial expressions. In a visual search task, a target emotional face (happy, disgusted, fearful,
angry, sad, or surprised) was presented in an array of neutral faces. Faster detection of happy and, to a
lesser extent, surprised and disgusted faces was found both under upright and inverted display conditions.
Inversion slowed down the detection of these faces less than that of others (fearful, angry, and sad).
Accordingly, the detection advantage involves processing of featural rather than configural information.
The facial features responsible for the detection advantage are located in the mouth rather than the eye
region. Computationally modeled visual saliency predicted both attentional orienting and detection.
Saliency was greatest for the faces (happy) and regions (mouth) that were fixated earlier and detected
faster, and there was close correspondence between the onset of the modeled saliency peak and the time
at which observers initially fixated the faces. The authors conclude that visual saliency of specific facial
features—especially the smiling mouth—is responsible for facilitated initial orienting, which thus
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shortens detection.
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A major function of selective attention is to prioritize the pro-
cessing of important information at the expense of competing
distractors. For adaptive reasons and because of their ubiquity,
faces are probably the most biologically and socially significant
visual stimuli for humans. Emotional expressions add further
meaning to faces as they reveal the state, intentions, and needs of
people and, therefore, indicate what observers can expect and how
to adjust their own behavior accordingly. This makes emotional
faces an ideal candidate for enhanced processing. Consistent with
this view, neurophysiological research has found that emotional
information from faces is detected rapidly 100 ms after stimulus
onset, and different facial expressions are discriminated within an
additional 100 ms (see reviews in Eimer & Holmes, 2007; Palermo
& Rhodes, 2007). In the current study, we investigated why some
emotional faces can be detected faster than others in a crowd and
what properties of the facial expressions guide the search effi-
ciently. A major issue is how detection is governed by a mecha-
nism that is sensitive to salient visual features of some faces and
facial regions and that subsequently triggers rapid shifts of atten-
tion to the salient features.
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An Advantage in the Detection of Some Emotional Faces

An initial step in the selective enhancement of stimulus process-
ing involves fast detection of a target among distractors. The visual
search paradigm has been used to investigate this process (see
Miiller & Krummenacher, 2006). With emotional face stimuli, this
paradigm has produced mixed findings (for a review, see Frischen,
Eastwood, & Smilek, in press). For schematic faces (i.e., line
drawings) as stimuli, an angry face superiority has been typically
found. Schematic angry (or negative-emotion) expressions are
detected faster as discrepant targets among neutral expressions
than vice versa, or in comparison with happy (or positive-emotion)
targets (Calvo, Avero, & Lundqyvist, 2006; Eastwood, Smilek, &
Merikle, 2001; Fox et al., 2000; Horstmann, 2007; Juth, Lundqvist,
Karlsson, & Ohman, 2005; Lundqvist & Ohman, 2005; Mather &
Knight, 2006; Ohman, Lundqvist, & Esteves, 2001; Schubo, Gen-
dolla, Meinecke, & Abele, 2006; Smilek, Frischen, Reynolds,
Gerritsen, & Eastwood, 2007; Tipples, Atkinson, & Young, 2002).
However, the external validity of schematic face stimuli is con-
troversial (see Horstmann & Bauland, 2006). In fact, Juth et al.
(2005) observed strikingly different effects for visual search of real
versus schematic faces. With photographs of real faces, some
studies have found an angry face advantage (Fox & Damjanovic,
2006; Hansen & Hansen, 1988; Horstmann & Bauland, 2006),
although others have not (Purcell, Stewart, & Skov, 1996). Juth et
al. obtained opposite results, that is, a happy face advantage, with
discrepant happy expressions detected more quickly and accu-
rately than angry and fearful targets in a context of neutral expres-
sions. Similarly, Byrne and Eysenck (1995) reported a happy face
superiority for a nonanxious group, with no differences between
angry and happy faces for a high-anxious group. Gilboa-
Schechtman, Foa, and Amir (1999) observed an angry face supe-
riority over happy and disgusted faces for social-phobic partici-
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pants but not for nonphobic controls. Williams, Moss, Bradshaw,
and Mattingley (2005) found an advantage of both angry and
happy faces (with no consistent difference between them) over sad
and fearful faces.

From this review, we can conclude that both an angry and a
happy face superiority has been observed in visual search tasks
using photographic face stimuli. These findings also indicate that
not all emotional expressions have been “created equal” in that
some of them are detected faster and more accurately than others.
There is, however, a limitation in this respect as no prior study has
compared the detection of all six basic emotional facial expres-
sions (fear, sadness, happiness, anger, disgust, and surprise; Ek-
man & Friesen, 1976). For schematic faces, angry and happy (and
occasionally sad) expressions have typically been presented. For
real faces, generally, angry and happy expressions have been used,
except in Gilboa-Schechtman et al.’s (1999; happy, angry, and
disgusted), Juth et al.’s (2005; happy, angry, and fearful), and
Williams et al.”s (2005; happy, angry, sad, and fearful) studies. A
related limitation is concerned with the fact that the face stimulus
sample has usually been small and, thus, probably biased with
respect to the representativeness of the natural variability of emo-
tional expressions. For schematic faces, a single prototype of each
expression was used in most of the studies. Regarding real faces,
12 or fewer (often, only two or three) different models have
usually been presented (Byrne & Eysenck, 1995; Fox & Dam-
janovic, 2006; Gilboa-Schechtman et al., 1999; Hansen & Hansen,
1988; Horstmann & Bauland, 2006; Purcell et al., 1996; Williams
et al., 2005). Only Juth et al. (2005) employed a large, 60-model
sample. This limitation could probably account for the discrepan-
cies regarding the superior detection of angry versus happy faces
(see the General Discussion section). An approach that examines
the search advantage of some expressions would thus benefit from
comparing all six basic emotional expressions and from using a
sufficiently varied and representative sample of stimuli.

Alternative Accounts for Visual Search Advantages in
Emotional Face Processing

In this study, we investigate the factors and mechanisms respon-
sible for the superior detection of some emotional expressions. A
widely accepted view argues that the search advantage of certain
expressions results from rapid processing of their affective signif-
icance. The framework to account for the findings of the angry
face advantage was proposed by Ohman and collaborators (see
Ohman & Mineka, 2001): Essentially, a fear module in the brain
would preferentially process fear-relevant stimuli that have been
phylogenetically associated with danger. Angry facial expressions
are among these fear-relevant stimuli. They are detected quickly
because they are signals of danger, and their prompt detection
enables fast adaptive responses to avoid harm. Obviously, this
argument cannot be applied directly to explain the happy face
advantage. Nevertheless, such advantage would be instrumental in
maximizing the receipt of social reward or establishing alliance
and collaboration, thus quick detection of happy faces would also
serve a general adaptive function. An important issue to be noted
is that this explanation—as applied to either angry or happy
faces—implies that emotional meaning is responsible for visual
search advantages (see Reynolds, Eastwood, Partanen, Frischen, &
Smilek, in press). In line with this, Lundqvist and Ohman (2005)

have argued that the correlation between search performance and
valence ratings of schematic faces is consistent with the hypothesis
that the affective significance of the faces underlies the detection
superiority. Similarly, the priming of probe words by semantically
congruent schematic faces suggests that the enhanced detection of
unambiguous emotional faces involves processing of the meaning
of the expressions, not merely discrimination of formal visual
features (Calvo & Esteves, 2005).

There is, however, an alternative view arguing that visual search
of faces is not guided by the processing of affective meaning.
Instead, the efficient search of certain expressions could be ac-
counted for by perceptual rather than affective factors. The visual
search task involves detection of a discrepant target among dis-
tractor stimuli, and visual discriminability between the target and
the distractors is a major determinant of performance (Duncan &
Humphreys, 1989). Discriminability could determine visual search
differences between facial expressions at three levels: purely vi-
sual saliency, featural, and configural. The three alternative ac-
counts are complementary, rather than mutually exclusive, in so
much as they involve visual processing of facial stimuli at different
levels of increasing perceptual complexity. Nevertheless, whereas
the configural conceptualization—and, to a lesser extent, the fea-
tural notion—could accommodate the encoding of meaning of the
emotional expressions, this would be incompatible with the purely
perceptual saliency explanation.

First, according to a visual saliency account, the discriminability
at early stages of visual processing arises from the physical sa-
liency of the target (Nothdurft, 2006). The stimulus properties that
guide the initial stages of search are those that can be rapidly
detected by the primary visual (V1) cortex (e.g., luminance, color,
and orientation; Itti & Koch, 2000). Importantly, none of these
low-level stimulus properties is meaningful in a strict sense, and
they are thus devoid of any emotional significance. The processing
of such properties proceeds in a bottom-up rather than a top-down
fashion. When applied to face visual search, this approach implies
that the search advantage could be due to a greater visual salience
of a particular target emotional expression than others, in a context
of neutral faces.

Second, according to a featural account, the search advantage of
certain emotional expressions can be due to their better discrim-
inability from the neutral distractors at the level of single facial
areas or features, such as upturned lip corners, open eyes, or
frowning. Facial features represent particular combinations of low-
level image properties that produce specific shapes and, thus,
constitute significant units or components of the faces; however,
the representation of these features is encoded later in the ventral
visual stream (McCarthy, Puce, Belger, & Allison, 1999). These
features could be particularly prominent or distinctive in some
emotional expressions when presented in an array of neutral ex-
pressions. These single features might have acquired some affec-
tive meaning through association with the whole facial expression
in which they typically appear (see Cave & Batty, 2006). However,
they can probably be readily detected regardless of meaning, only
on the basis of physical differences with respect to the correspond-
ing neutral feature (e.g., closed lips) of the other faces in the
context.

Finally, according to a configural account, discriminability
could involve the facial configuration, that is, the whole facial
expression. Configural information refers to the structural relation-
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ship between different facial features (e.g., the relative shape and
positioning of the mouth in relation to those of the nose, eyes, etc.;
Carey & Diamond, 1977). This is the spatial information that
makes a face a face. The identification of facial expressions is
based mainly on configural processing, although featural process-
ing also plays a role (Calder, Young, Keane, & Dean, 2000). An
important question is, however, the extent to which visual search
can be performed on the basis of simple detection of a discrepant
facial configuration (i.e., that a target face is different) without the
need for identification (i.e., what kind of expression it is; see Lewis
& Edmonds, 2005). Certain facial configurations may just be more
visually distinctive than others, and this could facilitate detection
without expression encoding.

The Current Study: The Roles of Visual, Featural, and
Configural Factors

We conducted a series of seven experiments to distinguish
between the roles of these three levels of face processing in visual
search. Specifically, we set out to determine which properties of
the different emotional faces can guide search and facilitate de-
tection. To examine the role of low-level visual discriminability,
we compared emotional and the respective neutral facial expres-
sions on five physical image characteristics (luminance, contrast,
global energy, color, and texture; Experiment 1), and we explored
the effect of a white versus black background display (Experiment
7). In a more elaborate approach, we combined some of the image
characteristics into an overall or “master” saliency map of the
whole visual array of faces (Experiment 2) or of different regions
within each face (Experiment 6). Low-level image properties and
saliency have been found to influence the initial covert and overt
shifts of visual attention while inspecting pictorial stimuli (Itti &
Koch, 2000; Parkhurst, Law, & Niebur, 2002). Accordingly, such
image properties are also expected to influence visual search and
detection. If the advantage of angry or happy (or any other) facial
expression is due to low-level discriminability, differences in
physical properties and saliency between the angry or the happy
targets and the corresponding neutral faces should be greater than
for other emotional faces. To our knowledge, no prior study has
addressed the issue of whether and how perceptual salience can be
responsible for the search and detection of emotional faces.

To investigate the role of featural versus configural processing,
we employed two different methods. In the first approach, inverted
(i.e., upside-down) face arrays were presented for visual search
and were compared with upright arrays (Experiment 3). We as-
sumed that inversion preserves low-level visual properties and has
minimal impact on the processing of single features but that it
dramatically impairs configural processing and facial expression
recognition (Farah, Tanaka, & Drain, 1995). In contrast, upright
presentation preserves the facial configuration (in addition to low-
level properties and features) and therefore allows for holistic or
configural processing of the expression. If the search advantage of
angry and happy (or any other) facial expressions is due to featural
processing, inversion will be less detrimental for the search of
angry or happy faces than for the other faces. In contrast, if the
advantage involves configural processing, performance will be par-
ticularly impaired by inversion. Inverted versus upright paradigms
have been used in prior research with real face stimuli in visual search
tasks (Fox & Damjanovic, 2006; Horstmann & Bauland, 2006). The

results, however, have been equivocal, with inversion either eliminat-
ing (Fox & Damjanovic, 2006) or not eliminating (Horstmann &
Bauland, 2006) the superiority of angry over happy faces.

In the second approach, we explored the roles of the eyes and
the mouth in visual search performance. These regions were pre-
sented alone (Experiments 4A and 4B), and detection performance
for them was compared with that for the whole face (Experiment
1). If the facilitated search of some expressions is contingent on
configural processing, the search advantage will occur only when
the whole face is presented. If, in contrast, the effect is based on
the processing of single facial components, the presentation of
single regions of the faces will produce a similar advantage to the
whole face. This approach has also been used in prior studies with
real face stimuli (Fox & Damjanovic, 2006; Horstmann & Baul-
and, 2006), although the findings have been inconsistent: The eye,
but not the mouth region (Fox & Damjanovic, 2006), or the mouth,
but not the eye region (Horstmann & Bauland, 2006), has been
reported to produce an angry face superiority effect. In an attempt
to clarify and extend the role of significant parts of the faces, we
also used a variant of the procedure, which involved removing the
eye or the mouth regions from the whole face (Experiments SA
and 5B). If a face region is necessary for producing a search
advantage, removing such region will eliminate the advantage of
an emotional expression.

Experiment 1

Emotional Face Detection: Searching for a Detection
Advantage

In Experiment 1, we investigated whether visual search perfor-
mance varies as a function of emotional facial expression. This
experiment served to establish the basic paradigm and also the
basic findings (i.e., whether some expressions are detected faster
than others) for which alternative explanations were examined in
the following experiments. To expand the comparisons beyond
previous research, we used all six basic emotional expressions. To
increase generalizability, we used a large stimulus sample of 24
different posers. Visual arrays composed of one emotional target
face and six neutral context faces (or all seven neutral faces) were
presented for target detection.

Method

Participants. Twenty-four psychology undergraduates (18
women, 6 men; from 19 to 23 years of age) participated for course
credit. The participants for Experiments 1-7 were recruited from
the University of La Laguna (Tenerife, Spain).

Stimuli. The stimuli were 168 digitized color photographs se-
lected from the Karolinska Directed Emotional Faces (KDEF; Lund-
qvist, Flykt, & Ohman, 1998; see http://www facialstimuli.com/).
A sample of the pictures is shown in Figure 1. The stimuli
portrayed 24 different individuals (12 women, 12 men) each pos-
ing seven expressions (neutral, happy, angry, sad, disgusted, sur-
prised, and fearful) gazing directly at the viewer. Four additional
individuals (2 women, 2 men; 28 photographs) were used for
practice trials. These models were amateur actors with a mean age
of 25 years (range = 20-30 years) and of Caucasian origin.
According to the authors of the KDEF (Lundqyvist et al., 1998), all
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Figure 1.
the current study.

Sample Karolinska Directed Emotional Faces pictures used in

the models received written instructions entailing a description of
the seven expressions and were asked to rehearse these for 1 hr
before coming to the photo session. It was emphasized that they
should try to evoke the emotion that was to be expressed and—
while maintaining a way of expressing the emotion that felt natural
to them—to try to make the expression strong and clear. The 24
selected models were those who proved to best convey the differ-
ent emotional expressions in a previous recognition study (Calvo
& Lundqvist, 2008; recognition rates ranged between 80% and
97%). We used the following KDEF pictures for the experimental
trials—women: 01, 02, 03, 05, 07, 09, 13, 14, 19, 20, 29, 31; men:
03, 05, 08, 10, 11, 12, 14, 17, 23, 29, 31, 34.

Each photograph was cropped: Nonfacial areas (e.g., hair, neck,
etc.) were removed by applying an ellipsoidal mask (see Williams
et al., 2005). Stimulus displays were arranged in a circle such that
each array contained six faces surrounding a central face of the

Fixation point

Until Response

Stimulus Display

One face different? ™

same model (see Figure 2). Each face subtended a visual angle of
3.8° X 3.0° at a 60-cm viewing distance. The center of the central
face coincided spatially with the starting fixation point. The center
of all the surrounding faces was located at 3.8° from this fixation
point and from the two adjacent faces. The faces appeared against
a black background.

There were two types of stimulus displays. The display of
specific interest involved one discrepant emotional target face
among six neutral faces. For these trials, the central face was
always neutral, and the emotional target appeared in one of the six
surrounding locations. Each participant was presented with 144
trials of this kind, with one face of each emotional expression of
each model. Target location was counterbalanced. In an additional
type of array (72 trials), all seven faces were neutral, with the same
model presented on three occasions. Trials were randomly as-
signed to three blocks and randomly presented within each block.

Design, procedure, and measures.
subjects factors for displays with one discrepant target: expression
of the target face (happy vs. angry vs. sad vs. disgusted vs.
surprised vs. fearful) and target location in the array (left vs.
middle vs. right). Each target appeared once in each location for
each participant. To explore potential lateralization effects, we
averaged scores for the two leftwards locations, the two rightwards
locations, and the central upwards and downwards vertical loca-
tions (see Williams et al., 2005).

The stimuli were presented on a 17-in. (43.18-cm) Super video
graphics array (VGA) monitor, connected to a Pentium-IV 3.2-GHz
computer. Stimulus presentation and data collection were controlled
by the E-Prime experimental software (Schneider, Eschman, & Zuc-
colotto, 2002). Each trial (see Figure 2) started with a central fixation
cross for 500 ms. Following offset of the cross, the face display
appeared and remained until the participant responded. The task
involved pressing one of two keys to indicate whether there was a
discrepant face in the array. Visual search performance was assessed
by response accuracy and reaction times from the onset of the stim-
ulus display until the participant’s response.

There were two within-

Type of Face Display:
1) One emotional face different

2) All faces neutral

New Trial
Fixation point

Interval

1,500 ms

Distance between the center of
the central face and the center

of the surrounding faces: 3.8°

500 ms

T~

Figure 2.

Sequence of events and overview of basic characteristics of a trial.
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Assessment of low-level image properties. We compared each
emotional face and the corresponding neutral face on several
physical properties, to examine the possibility that some emotional
target faces might differ more than others from the neutral context
faces, and that this could account for the visual search advantages.
We computed basic image statistics, such as mean luminance,
contrast density (root-mean-square contrast), and global energy
(see Kirchner & Thorpe, 2006) with Matlab 7.0 (The Mathworks,
Natick, MA). In addition, we computed color and texture similarity
with local pixel-by-pixel principal component analysis with re-
versible illumination normalization (see Latecki, Rajagopal, &
Gross, 2005).

Results

Response accuracy and detection times for correct responses.
The probability of correct responses and the search times were
analyzed by means of 6 (emotional expression of target) X 3
(target location) analyses of variance (ANOV As). Bonferroni cor-
rections and alpha levels of p < .05 were used for all multiple
contrasts in this and all the following experiments. Mean scores
and statistical significance of the contrasts (indicated by super-
scripts) are shown in Table 1.

For response accuracy, there was a facial expression effect, F(5,
115) = 20.71, p < .0001, T]i = .47, with no spatial location effect
or an interaction (Fs = 1; henceforth, only statistically significant
effects are reported). As indicated in Table 1, accuracy was highest
for happy and surprised targets, followed by disgusted and fearful
targets, and poorest for angry and sad targets. For response times,
a significant effect of expression, F(5, 115) = 52.17, p < .0001,
ni = .69, emerged. As indicated in Table 1, responses were fastest
for happy targets, followed by surprised, disgusted, and fearful
targets, which were faster than for angry targets and were slowest
for sad targets.

Analysis of low-level image properties. Differences in lumi-
nance, root-mean-square contrast, energy, color, and texture
were computed between the neutral face and each of the emo-
tional faces of the same model. Mean scores are presented in
Table 2. One-way ANOVAs (6: emotional expression) were
conducted on these difference scores. For luminance, the effect
did not reach statistical significance, F(5, 115) = 2.17, p =
.078, with only a tendency for the happy faces to be more

Table 1

similar to the neutral faces than were the other emotional faces.
For contrast density, no differences emerged (all multiple con-
trasts, ps = .11). For energy, a significant effect, F(5, 115) =
8.53, p < .0001, nﬁ = .27, indicated that the surprised and the
happy faces were more similar to the neutral faces than were the
other emotional faces. For color and texture, no significant
differences appeared between the different expressions (color:
p = .32; texture: p = .19).

Discussion

There were significant differences in visual search performance
among most of the emotional faces. Regarding the two most
investigated expressions, that is, happy and angry, the results were
clear-cut. Target faces with happy expressions were responded to
faster than any other target and also with greater accuracy. The
advantage of happy, relative to angry, faces is consistent with
findings in some prior studies (Byrne & Eysenck, 1995; Calvo,
Nummenmaa, & Avero, in press; Juth et al., 2005) but is in
contrast to others showing an anger superiority both for real faces
(Fox & Damjanovic, 2006; Hansen & Hansen, 1988; Horstmann &
Bauland, 2006) and schematic faces (e.g., Calvo et al., 2006;
Lundqvist & Ohman, 2005). In the General Discussion section, we
address the explanation of these discrepancies, once we have
examined additional evidence.

Beyond the two most investigated expressions, the present find-
ings extend the comparison to six expressions. In addition to the
happy faces, the surprised and, to a lesser extent, the disgusted
faces were detected better than the fearful and the angry faces,
whereas the sad faces were detected most poorly. These detection
differences were not directly related to differences in low-level
image properties. It is possible, however, that each image property
in isolation does not account for detection because the visual
system may combine the measured properties in a nonlinear fash-
ion—or global image statistics for the whole face may not be
sensitive to local differences between facial regions, which may,
nevertheless, be perceptually salient. We examined these possibil-
ities in Experiments 2 and 6, respectively, by using a computa-
tionally modeled visual saliency that combines several image
properties.

Mean Probability of Correct Responses and Reaction Times in the Visual Search Task, as a Function of Type of Emotional

Expression of the Target Face, in Experiment 1

Type of expression

Variable Happy Surprised Disgusted Fearful Angry Sad
Accuracy (probability)
M 981" 977*% 962 932° .885° 867 ¢
SD .037 .027 .061 072 .084 .108
Response times (in milliseconds)
M 741% 816° 827 "¢ 886 ¢ 959 ¢ 1,082 ¢
SD 142 214 171 204 220 214

Note. Mean scores with a different superscript (horizontally) are significantly different; means sharing a superscript are equivalent. Bonferroni corrections

(p < .05) were used for all multiple contrasts and experiments.
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Table 2

Mean Luminance, RMS Contrast, Energy, Color, and Texture Difference Scores Between Neutral
and each Type of Emotional Face Stimulus (i.e., Neutral — Emotional) for the Whole-Face
Stimuli Used in Experiment 1

Type of expression

Variable Happy Surprised Disgusted Fearful Angry Sad
Luminance 4.74 6.71 6.79 6.13 6.05 6.12
RMS contrast 0.015 0.023 0.019 0.021 0.011 0.012
Energy (X107°) 50° 45 149° 124° 149° 154°
Color 167 196 208 196 202 194
Texture —0.443 0.136 0.241 —0.049 0.172 —0.059

Note. Mean scores with a different superscript (horizontally) are significantly different; means sharing a
superscript are equivalent. RMS = root-mean-square.

Experiment 2

Visual Saliency of Emotional Faces and Attentional
Orienting

In Experiment 2, we investigated whether visual saliency accounts
for the search advantage of some emotional expressions and whether
this occurs through an effect on initial orienting or later decision
processes. To this end, we first computed a global saliency map of
each face array with the algorithm developed by Itti and Koch (2000;
see also Itti, 2006; Navalpakkam & Itti, 2005). The saliency map
represents the relative visual conspicuity of the different parts of the
image. Second, we used eye-movement monitoring during the search
task to distinguish between an orienting stage (from onset of the face
array until the first fixation on the target) and a decision stage (from
first fixation on the target until the manual response). Various models
have proposed that saliency influences initial shifts of covert and overt
attention (see Torralba, Oliva, Castelhano, & Henderson, 2006). Sup-
porting evidence has shown that the initial distribution of eye fixations
on a picture is determined by the saliency weights of the different
parts of the image (e.g., Parkhurst et al., 2002; Underwood, Foulsham,
van Loon, Humphreys, & Bloyce, 2006). Accordingly, if visual
saliency is responsible for the search advantage of happy faces, then
(a) happy face targets will have greater saliency values than any other
emotional target in an array of neutral faces, and (b) happy targets will
receive the first eye fixation more often and earlier than the other
targets, which would thus shorten the whole detection process.

Method

Participants. Twenty-four undergraduate psychology students
(18 women, 6 men; from 19 to 22 years of age; 21 right handed)
participated for course credit.

Stimuli. In addition to the 24 KDEF models used in Experi-
ment 1, four more models were included (women: no. 11 and no.
26; men: no. 06 and no. 13), each posing a neutral and the six
emotional expressions.

Apparatus, procedure, and design. The stimuli were presented
on a 21-in. (53.34-cm) monitor with a 120-Hz refresh rate, con-
nected to a Pentium IV 3.2-GHz computer. Participants’ eye
movements were recorded with an EyeLinkII tracker (SR Research
Ltd., Mississauga, Ontario, Canada), connected to a Pentium IV
2.8-GHz computer. The sampling rate of the eyetracker was 500

Hz, and the spatial accuracy was better than 0.5°, with a 0.01°
resolution in pupil tracking mode. A forehead and a chin rest were
used to keep viewing distance constant (60 cm). Each trial started
with a central drift correction circle (0.8° of diameter). When the
participant fixated this circle, the face display appeared and re-
mained until the participant’s response. The procedure and the
design were otherwise identical to those in Experiment 1.

Measures. In addition to response accuracy and reaction times,
eye movement recordings were employed to construct th