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Abstract

Thirty par�cipants tracked auditorily moving sound sources to es�mate the capacity for mul�ple 

iden�ty tracking by hearing. The par�cipants sat blindfolded in a gym hall. Four assistants moved 

about semi-randomly in a circular area around the par�cipant and constantly repeated a proper 

name. Two to four of the assistants were designated as the targets. The par�cipants were to keep 

track of the designated targets during the 10-sec movement phase. A?er the movement stopped, 

one target was probed and the par�cipant provided the name of the probed target. Auditory 

tracking capacity was es�mated to be 1.5 items, which is half the size of the visual tracking capacity. 

It is suggested that the limited capacity for auditory tracking is related to the diAculty in refreshing 

what-where -bindings in the auditory modality.
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1. Introduc�on

When walking on a busy street or in a park, vehicles or birds move about around you. You may not 

see many of them, but you can hear them moving. How well can you track moving auditory objects 

by relying just on your hearing? Can you point to the posi�on of individual objects?  Surprisingly, no 

previous research exists on the human capacity for auditorily tracking dis�nct moving targets 

through space.

Here we determine the human capacity for auditorily tracking moving sound sources. Visual tracking 

of moving objects has been extensively studied. Most studies have focused on posi�on tracking 

using the MOT (mul�ple object tracking) paradigm, where iden�cal objects are tracked (Pylyshyn & 

Storm, 1988). However, in real life it is impera�ve to also know the iden�ty of objects among other 

moving objects.  For instance, in traAc it is cri�cal to be aware that a pedestrian is currently on one’s

le? side and a car is on the right, and not vice versa. Oksama and Hyönä (2004, 2008) devised a 

mul�ple iden�ty tracking (MIT) paradigm to examine how dis�nct visual targets are tracked, that is, 

to es�mate the capacity of maintaining what-where -informa�on in a dynamically changing visual 

scene. Their model of MIT proposes that to keep track of moving iden��es, each target iden�ty 

needs to be bound to its correct loca�on and the constructed iden�ty-loca�on bindings need to be 

constantly refreshed, as the targets con�nuously move about. This refresh mechanism is assumed to

be based on overt or covert aDen�on shi?s between targets (Oksama & Hyönä, 2016). 

The capacity of visually tracking dis�nct iden��es is es�mated to be 3-4 items, and it varies as a 

func�on of the type of iden�ty (e.g., Horowitz et al., 2007; Li et al., 2019; Oksama & Hyönä, 2004). Is 

the auditory tracking capacity similar to the visual one?  One possibility is that it is smaller, because 

sound-source localiza�on is not as precise as object localiza�on in the visual modality. In the visual 

system, re�notopic maps allow accurate localiza�on of objects (Golomb & Kanwisher, 2012). In the 

auditory system, sound-source localiza�on is based on two types of cues on the horizontal plane 

(reviewed in Middlebrooks, 1991; Risoud et al., 2018): interaural �me diNerence (i.e., the sound 

propaga�on �me between the two ears) and interaural level diNerence (i.e., the intensity diNerence 

between the two ears for the same sound). Listeners are prone to make back-front errors in sound 

localiza�on. Yet, Zhong and Yost (2017) showed that listeners are able to iden�fy and locate at least 

four sta�c sound sources. They also found that the separa�on of diNerent sound sources is beDer for

broad spectrum speech sounds (names of countries played from 12 diNerent loudspeakers) than 

tonal sounds. As listeners are capable of perceiving four simultaneous sound sources (see also 

Eramudugolla et al., 2005), localiza�on accuracy does not set a lower limit to the auditory tracking 

capacity when compared to visual tracking. Thus, it is possible that s�mulus modality does not play a

crucial role in determining the tracking capacity, but instead, common higher-order cogni�ve 

func�ons based on supramodal representa�on of space may be behind the capacity limits (e.g., 

Andersen et al., 1997; Farah et al., 1989). If so, the auditory tracking capacity should be similar to the

visual tracking capacity. 

We created a naturalis�c environment to study auditory tracking (Figure 1). It has been argued that 

laboratory experiments may fundamentally misrepresent how cogni�ve processes (including 

aDen�on) operate in situa�ons mimicking real-world environments (Adolphs et al., 2016; Risko et 

al., 2016). Our blindfolded par�cipants sat on a chair in the center of a gym hall. Four assistants 

moved quasi-randomly and silently (wearing wool socks) around the par�cipant each reci�ng a male 

name. The par�cipant’s task was to track 2–4 moving targets. A?er 10 seconds, the movement 

stopped and one of the targets was probed by the chosen assistant sounding a beep from a hand-



held loudspeaker. All assistants then moved to a prede�ned area and the par�cipant removed the 

blindfold. She was then given a name list from which to choose the probed name. Maximum target 

set-size was set to four, the number of simultaneously ac�ve sta�c sound sources listeners are 

capable of iden�fying (Zhong & Yost, 2017). As sound localiza�on is beDer for wideband sounds, we 

used speech sounds rather than tones as the targets. Response accuracy and tracking capacity were 

used as indices of performance success.

2. Methods

2.1 Par�cipants

Thirty par�cipants (university students, four men; mean age 24.0 years, SD=3.8) were recruited. 

They gave an informed consent for par�cipa�on and received study credit in return. The sample size 

was determined to be similar to corresponding studies on visual tracking. Set-size eNects in tracking 

are robust and can be reliably measured even with rela�vely small samples.

2.2 Hearing 

Hearing ability was assessed using pure tone audiometry screening at 25 dB hearing level (0.5 kHz, 1 

kHz, 2 kHz and 4 kHz). All par�cipants passed the screening test.

2.3 Auditory tracking 

The experiment was conducted in a gym hall, where a circle with a diameter of 14 meters was 

marked as the outer boundary of the experimental area. Another circle with a diameter of 4 meters 

was marked in the center of the area (see Figure 1 for the setup). The area between the inner and 

outer circles marked the boundaries where the assistants, i.e., the to-be-tracked targets, were 

allowed to move. The par�cipants were tested in pairs so that they were seated blindfolded back-to-

back on chairs in the middle of the inner circle. Four assistants were moving about within the 

designated area at a walking pace (average speed of 12.3 degrees/s) and repea�ng aloud a common 

male name at a steady rate and a normal speaking voice. The par�cipants’ task was to keep track of 

the loca�ons and iden��es of the designated targets. At the end of each trial, one assistant 

(assigned as the target at the trial beginning) produced a probe sound (3 kHz) with a handheld 

electronic loudspeaker. The par�cipant then chose from a name list the probed target’s name (see 

supplementary materials for a video of a trial; hDps://osf.io/bxhpq/?

view_only=1b3dcad5bf3e468da226d07dab0426db). 

The experiment comprised three blocks, each containing 11 trials las�ng for 10 seconds each. In the 

�rst block, two assistants were assigned as the targets, while the other two acted as distractors. In 

the second block, the number of targets was three (one distractor), and in the �nal block all four 

assistants were tracked (no distractors). Before each trial, the target assistants repeated aloud twice 

their name, while standing on randomly designated star�ng posi�ons. The order in which the target 

iden��es were announced was randomized. The experimenter then signaled the trial to commence 

and �med the trial with a stopwatch, while the assistants were moving and repea�ng their names. 

A?er 10 seconds, the experimenter raised his hand to mark the trial end, a?er which one target was 

probed.  The assistants then moved away from the experimental area to a predesignated area, a?er 

which the experimenter gave permission for the par�cipants to remove their blindfold and mark 

down their answer. The answers were given by circula�ng the name from a printed list cons�tu�ng 

all the names used in the trial. The mean latency between hearing the probe sound and being given 

the permission to answer was approximately 7 seconds. 



The selected names were chosen from among the most common two-syllable Finnish male names 

provided by the Finnish Popula�on Register Centre (2018). These names were randomized between 

the assistants, blocks and trials. Within a trial, all names were unique. Four lists were created for the 

assistants’ use that, in addi�on to the trial-speci�c iden��es, contained informa�on about whether 

they were one of the tracked targets. These lists also provided the assistants with their randomized 

star�ng posi�ons and movement direc�on for each trial. 

The star�ng posi�ons were determined by dividing the experimental area into 8 sectors (similar to 

cardinal and intercardinal compass direc�ons), and each sector was divided into 5 loca�ons that 

determined the distance from the par�cipants. The closest star�ng point was at the boundary of the 

inner circle and the farthest point at the boundary of the outer circle, while the three remaining 

points were evenly distributed between the two. Movement was quasi-random; the assistants were 

instructed to move towards a randomized trial-speci�c direc�on un�l they would collide either with 

a boundary or with another assistant. A?er this, they were to change direc�on as they pleased, 

while keeping at least one-meter distance from other assistants. Their task was also to ensure that 

their mutual posi�ons from the point of view of the par�cipants always changed from their star�ng 

posi�ons. Prior to the experiment, a training session was held for the assistants to prac�ce constant 

movement speed without making unnecessary noise (e.g., woolen socks were used to dampen the 

sound of the steps), to train in the usage of a similar voice volume and in the simultaneous 

termina�on of the name repe��on at the trial end.



 

Figure 1. A screenshot of the experimental trial. The assistants were allowed to move only in the 

area between the inner and outer circle. The diameters of the inner and outer circles were 4 meters 

and 14 meters, respec�vely. Two par�cipants were seated in the center back-to-back with 

blindfolds. See a supplementary video of two experimental trials hDps://osf.io/bxhpq/?

view_only=1b3dcad5bf3e468da226d07dab0426db. 

3. Results

3.1 Accuracy and capacity in auditory tracking

A repeated-measures analysis of variance (ANOVA) was performed on the performance accuracy 

(number of correct responses) in auditory tracking with target set-size (2–4) as the independent 

variable. The main eNect of set-size was signi�cant, F(2,58)=47.58, ηp
2 =.622, p<.001. Performance 

deteriorated linearly as a func�on of set-size (see Table 1).



Tracking capacity was es�mated using the following formula proposed by Horowitz et al. (2007). It 

assumes that par�cipants are good at guessing.

k=
a+ pt−1−√(1−a− pt )2−4 (apt−1)

2
, where

k =tracking capacity 

a = number of possible response op�ons

p = observed tracking accuracy

t = number of targets

An ANOVA revealed a signi�cant eNect of set-size in tracking capacity, F(2,58)=4.59, ηp
2 =.137, 

p=.014. As apparent from Table 1, the capacity es�mate was iden�cal for set-size 2 and 3 but 

deteriorated for set-size 4.

Table 1. Performance accuracy and capacity in auditory tracking

Measure Set-size 2 Set-size 3 Set-size 4

Performance accuracy (%) 86.29 (13) 71.72 (13) 57.18 (16)

Capacity es�mate 1.57 (.38) 1.58 (.47) 1.29 .65)

3.2 Comparing auditory and visual tracking capacity

To compare the performance accuracy in auditory tracking to that of visual tracking, we conducted 

an ANOVA, where auditory tracking was compared to that of tracking line drawings of common 

objects (e.g., shoe, coat, watch; Oksama & Hyönä, 2004) and printed words (Hyönä et al., 2020). The 

speed of mo�on and target set-size were comparable to those of auditory targets. Set-sizes 3 and 4 

were used in the analyses, as printed word tracking did not contain set-size 2. Fi?y-six par�cipants 

completed the object tracking experiment and 30 par�cipants took part in the word tracking 

experiment. Tracking mode was entered as a between-par�cipants factor. Performance accuracy 

was markedly lower in auditory than visual tracking (see Figure 2, le? panel), as revealed by a highly 

signi�cant main eNect of tracking mode, F(2,113)=60.52, ηp
2 =.517, p<.001. The main eNect of set-

size was also signi�cant, F(1,113)=93.64, ηp
2 =.453, p<.001; tracking was poorer with 4 than 3 targets.

Their interac�on was non-signi�cant, F<1.2. 



Figure 2. Performance accuracy (le? panel) and tracking capacity (right panel) in auditory, visual 

object and printed word tracking. 

In tracking capacity, ANOVA revealed a signi�cant main eNect of tracking mode, F(2,113)=111.59, ηp
2

=.664, p<.001. Capacity was much lower in auditory tracking, about half the size of that in visual 

tracking (see Figure 2, right panel). Tracking mode also interacted with set-size, F(1,113)=9.24, ηp
2 

=.141, p<.001. In auditory tracking, the es�mated tracking capacity was poorer for set-size 4 than 3, 

whereas the opposite was the case for visual tracking.

4. Discussion

We established, for the �rst �me, the capacity limits for tracking moving targets in the auditory 

modality. All previous studies have inves�gated visual tracking (but see Woods & McDermoD, 2015, 

for auditory tracking in sta�c feature space). Our results show that auditory tracking of moving 

targets is remarkably diAcult. In this task, the visual modality outperforms the auditory modality by 

a large margin. This is the case even when only two targets are tracked; the superiority of the visual 

modality becomes par�cularly no�ceable with three and four targets (see Figure 2). We es�mated 

the auditory tracking capacity to be about 1.5 items, while the visual tracking capacity is twice that 

size. As the auditory tracking capacity is only one or two items, it is no wonder why the performance 

breaks down with set-size 4, for which the capacity es�mate is even smaller than that for set-size 3. 

4.1 Why auditory tracking capacity is so limited? 

According to the MOMIT model of Oksama and Hyönä (2008; see also Li et al., 2019), an eNec�ve 

tracking system temporarily stores in the short-term memory (1) iden�ty, (2) loca�on and (3) the 

iden�ty-loca�on –binding informa�on of the targets. In addi�on, (4) a mechanism is needed which 

constantly updates the what-where –bindings. In the visual modality, this refresh mechanism is 

assumed to be based on overt or covert aDen�on shi?s between targets (Oksama & Hyönä, 2016). 



According to MOMIT, iden�ty tracking does not operate automa�cally but requires con�nuous and 

eNorWul aDen�on. If what-where -bindings are not refreshed, situa�on awareness deteriorates and 

targets are lost from short-term memory/awareness. Thus, an ac�ve refresh mechanism is assumed 

to be an essen�al part of visual tracking. In principle, it may be possible to refresh bindings via a 

preaDenta�ve early-vision mechanism (Pylyshyn & Storm, 1988).  However, all recent evidence 

points to aDen�onal and oculomotor ac�vity during tracking of visually dis�nct objects (for a review,

see Hyönä et al., 2019). 

In what follows, we apply the above theore�cal framework to auditory tracking to discern possible 

strengths and weaknesses of the auditory system. (1) The temporary storage of iden�ty informa�on 

should not be a major problem for the auditory system. The capacity of the phonological store 

(Baddeley, 1986) is suAcient for maintaining via the rehearsal mechanism the 2-4 target iden��es 

(proper names) needed in the present task. (2) Sound localiza�on of several simultaneous sound 

sources is not a problem for the auditory system either, as listeners are able to localize four separate

sta�c sound sources (Zhong & Yost, 2017). (3) Analogously to the visual system, what –where –

bindings of the tracked sound objects may be stored in the amodal episodic buNer (Baddeley, 2000). 

However, (4) the ac�ve refresh mechanism of what-where bindings appears as the most vulnerable 

part of the auditory tracking mechanism. As argued above, the eNec�ve tracking system responsible 

for the maintenance of dynamic informa�on, be it visual or auditory, updates what-where bindings 

by con�nuously switching the aDen�onal focus between targets. It is unlikely that the auditory 

system would possess any eNec�ve automa�c (early perceptual) upda�ng mechanism for what-

where bindings. Thus, in order to refresh which auditory object is where, the auditory system has to 

either overtly turn the head (and the ears) toward the sound sources or covertly switch the focus of 

aDen�on between the moving targets represented by the sensory auditory system. Overt aDen�onal

shi?s in terms of head movements may provide some help (e.g., PerreD & Noble, 1998) in the 

upda�ng process (and the addi�onal direc�onal ear movements in some animals). However, overt 

shi?ing of auditory aDen�on by head movements between moving targets is less accurate and much

slower than overt or covert aDen�on shi?s in the visual system. Thus, temporarily lost targets may 

be diAcult to recover by overt head movements. Covert auditory aDen�onal shi?s between targets 

may also be more diAcult. The auditory scene consists of overlapping sound sources spreading out 

across the frequency map of the cochlea, while visual objects typically occupy local regions in the 

re�na (McDermoD, 2009).  Thus, the sensory analysis of the complex auditory signal would need 

�me, and therefore, slows down the upda�ng process causing situa�on awareness to lag behind the 

present moment, at least with several targets. Our results are consistent with this explana�on.

Another possibility is that auditory tracking is based on crossmodal orien�ng of aDen�on. Spence et 

al. (2017) review evidence sugges�ng that “vision naturally guides the (re-)calibra�on of spa�al 

hearing” (p. 1140). This may take the form of code conversion from the auditory modality to the 

visual one. In this alterna�ve, auditory informa�on is converted to visuospa�al representa�ons with 

the help of visual imagery. However, such a mechanism would be laborious and demanding, as it 

requires con�nuous and probably very diAcult code conversion and upda�ng of visual imagery held 

in the visuospa�al short-term memory. Yet, our results cannot refute this explana�on. Spence et al. 

also review evidence sugges�ng that audio-motor or tac�le spa�al informa�on can recalibrate 

spa�al hearing. However, this possibility is not readily applicable to the present results, as our 

par�cipants had not access to such informa�on. 

Finally, our results are inconsistent with the idea of a higher-order tracking system with supramodal 

spa�al representa�ons common to both the auditory and visual system. If such a higher-order 



system existed, similar tracking capaci�es should have been observed in both modali�es. Instead, 

marked diNerences in tracking capacity point to modality-speci�c tracking systems. 

5. Conclusions

We started this paper by asking how many moving birds or vehicles we can track just by relying on 

hearing. The present results suggest a surprising and unintui�ve answer: we can auditorily track only

about one bird at the �me, while visually we can track more than twice as many targets. We argue 

that the limited capacity for auditory tracking is related to the diAculty in refreshing what-where -

bindings in the auditory modality.
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