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Multivariate / multivoxel pattern analysis (MVPA), Pattern recognition, 
Machine learning, Decoding, Classification, ...
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Outline

WHY: When and why to use classification methods

WHAT: Nuts and bolts of pattern classification

HOW: Overview of the workflow
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Why pattern recognition?

Higher sensitivity when compared to univariate analyses → detects pattern 
differences when activation overlaps
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Why pattern recognition?

Higher sensitivity when compared to univariate analyses → pattern differences 
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Methods readily available from machine learning

The principle is relatively easy to understand



Activity vs information



Activity vs information



Applications

Task classification, testing theories of representational structure

Medical diagnosis classification



Overview of the workflow

Design and data acquisition

Preprocessing

Type of analysis

Feature selection

Classification

Statistical analyses



Testing 
samples

Feature vectors Selected 
features Classifier

Training set

Testing set

Training 
samples

Classifier 
guess



Step 1: Design and data acquisition



Key concepts: Sample



Key concepts: Feature



Key concepts: Pattern



Key concepts: Label



Step 2: Preprocessing

Minimal preprocessing

No smoothing

Normalization of signal intensities



Step 3: Type of analysis



Step 4: Feature selection



Step 5: Classification



Key concepts: Classifier



Step 5: Classification



Step 5: Classification - linear classifiers



Step 5: Classification - cross-validation
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Step 5: Classification - cross-validation



Step 6: Statistics - classifier accuracy



Step 6: Statistics - permutation tests



Step 6: Statistics - confusion matrix



Step 6: Statistics - representational similarity analysis
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More resources

Experimental design, methodological choices etc:
https://fmrif.nimh.nih.gov/public/other-courses/mvpa

Conceptual lectures by Rebecca Saxe:
https://cbmm.mit.edu/fmri-bootcamp

Tutorials:
https://brainiak.org/tutorials/

https://fmrif.nimh.nih.gov/public/other-courses/mvpa
https://cbmm.mit.edu/fmri-bootcamp
https://brainiak.org/tutorials/

